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The evolution, seasonality and impacts of western disturbances
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Western disturbances (WDs) are upper-level synoptic-scale systems embedded in the
subtropical westerly jet stream (STWJ), often associated with extreme rainfall events in
north India and Pakistan during boreal winter. Here, a tracking algorithm is applied to
the upper-tropospheric vorticity field for 37 years of ERA-Interim reanalysis data, giving
a catalogue of over 3000 events. These events are analysed in a composite framework: the
vertical structure is explored across a large number of dynamic and thermodynamic fields,
revealing a significant northwestward tilt with height, strong ascent ahead of the centre,
which sits above the maximum surface precipitation, and a warm-over-cold, dry-over-moist
structure, among other signatures of strong baroclinicity. Evolution of the structures of
cloud cover and vertical wind speed are investigated as the composite WD passes across
northern India. Cloud cover in particular is found to be particularly sensitive to the presence
of the Himalayan foothills, with a significant maximum at 300 hPa approximately 1 day
after the WD reaches peak intensity. k-means clustering is used to classify WDs according to
both dynamical structure and precipitation footprint and the relationship between the two
sets of WDs is explored. Finally, the statistical relationship between the STWJ position and
WDs on interannual time-scales is explored, showing that WD frequency in north India is
highly sensitive to the jet location over Eurasia. Years with a greater number of WDs feature
a STWJ shifted to the south, a pattern that is substantially more coherent and reaches as far
west as North America during boreal winter. This suggests that it may be possible to predict
the statistics of western disturbance events on seasonal time-scales if suitable indicators of
jet position can also be predicted.
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1. Introduction

Western disturbances (WDs) are formally defined by the
India Meteorological Department (IMD) as: ‘[A] cyclonic
circulation/trough in the mid and lower tropospheric levels or as a
low pressure area on the surface, which occurs in middle latitude
westerlies and originates over the Mediterranean Sea, Caspian Sea
and Black Sea and moves eastwards across north India’.∗ WDs are, at
the most fundamental level, synoptic-scale vortical perturbations
embedded in the subtropical westerly jet stream (Dimri et al.,
2016). They are often associated with extreme rainfall events in
the Karakoram and Hindu Kush regions of Pakistan and north
India (e.g. Chakravortty and Basu, 1957; Mooley, 1957; Sharma
and Subramaniam, 1983; Rangachary and Bandyopadhyay, 1987;
Lang and Barros, 2004; Roy and Roy Bhowmik, 2005; Kotal et al.,
2014; Dimri et al., 2015) and have been the subject of a number

∗http://imd.gov.in/section/nhac/wxfaq.pdf

of modelling case studies (e.g. Ramanathan and Saha, 1972;
Chitlangia, 1976; Gupta et al., 1999; Azadi et al., 2002; Dimri,
2004; Semwal and Dimri, 2012; Dimri and Chevuturi, 2014;
Patil and Kumar, 2016). Despite the abundant interest in these
systems, little headway has been made in developing a systematic
understanding of them. Cannon et al. (2016) recently developed
a wave-tracking algorithm based on 500 hPa geopotential height
anomaly using daily NCEP–CFSR reanalysis data (Saha et al.,
2010). However, their computed frequency of 5–6 events passing
through north India per year is roughly an order of magnitude
less than most anecdotal climatologies suggest it should be,
around 4–7 per month during boreal winter (Chattopadhyay,
1970; Mohanty et al., 1998; Dimri, 2006). Either way, it is still
not clear what the seasonal cycle of western disturbances looks
like, despite some studies that have looked at variability in the
mid-tropospheric geopotential height (e.g. Madhura et al., 2015).

Knowing that the westerly jet responsible for bringing these dis-
turbances to the Indian subcontinent is both stronger and further
south over the winter (Schiemann et al., 2009), we can reasonably
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Figure 1. Some precipitation statistics computed for north India, using APHRODITE data (1951–2007): (a) the month with the highest climatological precipitation
and (b) mean precipitation during November–April, with dark grey indicating areas out of the data domain. The track filtering domain is marked in (b) by a light
grey box, bounded by the coordinates 20–36.5◦ N, 60–80◦ W (see section 2.2 for explanation). The dark grey in (b) indicates missing data.

assume that winter WDs will be correspondingly more frequent
and responsible for more precipitation. Figure 1(a) shows the
climatologically rainiest month over South Asia, computed from
Asian Precipitation – Highly Resolved Observational Data Inte-
gration towards Evaluation of water sources (APHRODITE) data
(see section 2.1.1). As expected, the southwest monsoon domi-
nates the picture, with July and August the wettest months across
the monsoon trough, whereas in the south the rain shadow of
the Western Ghats is wettest during the northeast monsoon in
the late autumn. In the vicinity of the northern mountain ranges,
however, there is a significant area where late winter and spring
bring the wettest weather (Palazzi et al., 2013). This, we might
hypothesize, is the area most susceptible to heavy rainfall from
WDs.

Without a large dataset of WDs, it is impossible to make any
assertions about their gross structure or interaction with the
large-scale, other than by theoretical or case-study analysis. It has
been shown that, despite the complicated orography and fairly
small spatial scale of WDs, they are typically well represented
in reanalyses (Mohanty et al., 1998, 1999).† Therefore we must
ask whether we can use a reanalysis to understand better the
evolution, spatial distribution and seasonality of WDs.

We will start with an outline of the data sources and methods
used in this study in section 2, before discussing our results in
section 3. These results include exploration of the seasonal cycle
(section 3.1) and structure (section 3.2) of western disturbances,
as well as an examination of their evolution (section 3.3),
an automated classification through dynamic structure and
precipitation (section 3.4) and a statistical view of interaction
with the jet (section 3.5), which, as we shall show, offers the
prospect for predicting the statistics of western disturbances on
seasonal time-scales. We conclude the discussion in section 4.

2. Data and methodology

2.1. Data sources

2.1.1. APHRODITE

APHRODITE (Yatagai et al., 2009, 2012) is a daily, 0.25◦
resolution, gridded, gauge-based precipitation product. Covering

†Global reanalyses at this time were fairly coarse: for example ERA-15, released
in 1997, was at T106 (roughly 190 km at the Equator).

the period from 1951–2007 inclusive, it is one of the longest
precipitation datasets over continental Asia and one of the few that
uses surface observations. APHRODITE performs comparatively
well against satellite-only or blended products, particularly over
orography (Guo et al., 2015).

2.1.2. TRMM

The Tropical Rainfall Measuring Mission (TRMM: Simpson et al.,
1996; Kummerow et al., 1998) was a joint National Aeronautics
and Space Administration (NASA)/Japan Aerospace Exploration
Agency (JAXA) satellite with onboard 13.8 GHz precipitation
radar and a five-channel (spanning 10.7–85.5 GHz) microwave
imager that was operational between late 1998 and early 2015.
Among the products released by the project was the multi-
satellite precipitation analysis (Huffman et al., 2007, 2010), most
commonly known by its algorithm name, 3B42 (version 7). This
combines data collected by the TRMM satellite with infrared (IR)
images from a selection of geostationary satellites to produce
a continuous, three-hourly, 0.25◦ resolution product between
50◦ N and 50◦ S. The advantages of 3B42 over a gauge-based
product are temporal resolution and coverage over the oceans.
TRMM 3B42 has been shown to perform well over India, despite
struggling over orography (Nair et al., 2009; Dinku et al., 2010).
Performance over orography was, however, greatly improved in
version 7 (Zulkafli et al., 2014). Note that when we come to look
at composites of precipitation using TRMM 3B42, the northern
limit of the data used will be 46.5◦ N, well within the boundaries
of the dataset.

2.1.3. ERA-Interim

ERA-Interim (Dee et al., 2011) is a global, 0.7◦ reanalysis product
developed by the European Centre for Medium-Range Weather
Forecasting (ECMWF). Covering 1979 to the present day, it
has 37 output vertical levels from the surface to 0.1 hPa, 27 of
which are below 100 hPa. The fixed choice of numerical weather
prediction model helps to mitigate spurious trends. Data from
aircraft, radiosondes, buoys and satellites are assimilated.

2.2. Tracking algorithm

Given the difficulty of working with the formal definition provided
by the IMD, we started by locating previous case studies in the
literature that fell within the ERA-Interim period (1979–present)
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and mentioned WDs by specific date. After removing duplicates,
19 candidate WD case studies were found, ranging from March
1979–June 2013. Examination of the vertical structure of vorticity
in each of these indicated that the strongest signal was found
between 450 and 300 hPa, with a spatial scale of the order of
several hundred kilometres.

In order to expand this case study selection into a complete
catalogue of western disturbances, we developed a tracking
algorithm to be run on ERA-I reanalysis data. The prescription is
as follows.

(1) Compute the mean relative vorticity in the 450–300 hPa
layer, then truncate the spectral resolution at T63 (∼
200 km at the Equator). We shall call this quantity ξ .

(2) Locate all local maxima in ξ subject to some radius δ, such
that a point is considered a local maximum if no points
with a distance δ have a greater value of ξ . We shall call
this set of local maxima χi.

(3) For each χi, associate local positive non-zero values of ξ

and integrate to find the centroid of ξ for each.‡ We shall
call this set of points Xi.

(4) (a) To group the candidate points into tracks: for each
Xi at time point j, seek and attach the nearest
neighbour from time point j + 1, so long as it is
within some distance �, using the kd-tree nearest-
neighbour algorithm (e.g. Yianilos, 1993).

(b) The efficacy of this step can be increased by
introducing the concept of a background velocity,
important when considering the high-frequency,
high-velocity nature of WDs. Here this is done by
biasing the search radius using the contemporaneous
wind field: for example, in a wind field u, the central
location from which the nearest neighbour is sought is
not Xi but Xi + u(Xi) · (tj+1 − tj). Simply put, rather
than starting the nearest neighbour search at the
location of the candidate point at the previous time
point, we assume it is advected by the background
winds and start the search from the location where it
would have ended up after such advection.

(5) We also hold the tracks in memory for one time point,
looking for a candidate in time point j + 2 within 2� of Xi.
This prevents breaking a track into two pieces unnecessarily
in the event of a candidate apparently disappearing for a
single time point.

(6) These resulting tracks are then filtered three times. Firstly,
‘stubs’ of length shorter than 2 days are rejected. Secondly,
tracks that do not pass through Pakistan or north India,
here defined as 20–36.5◦ N, 60–80◦ E (see Figure 1(b)), are
rejected as not of interest to this study. Finally tracks whose
geneses are east of their lyses and thus do not propagate
eastwards are rejected.

(7) The values of δ and � are determined empirically by
running the algorithm over the 19 case studies identified
from previous literature and choosing the combination
giving the closest match. These were chosen to be 850 km
and 1000 km (6 h)−1, respectively.

We applied this algorithm directly to ERA-Interim data for the
entire available period (1979–2016), recovering 3090 WDs in
total at a frequency of approximately 6–7 per month; a spatial
summary of these tracks is given in Figure 2. Figure 2(b) shows
all 3090 tracks, revealing a large diversity in behaviour, with
a substantial subset originating from as far west as the North
American continent. Since genesis regions vary from the Arctic
Circle to as far south as the Caribbean, the governing dynamics of
these vortices will also vary. Figure 2(b) shows that such extremes
are relatively uncommon, however.

‡The reader may like to think of this as a process whereby ‘blobs’ of positive
vorticity surround the local maxima and a two-dimensional integration is

2.3. k-means clustering algorithm

One aspect of this study will be to determine whether rainfall
patterns associated with different WD events can be grouped
together in some way. To that end, we must choose a suitable
clustering algorithm. The k-means clustering algorithm (Hartigan
and Wong, 1979) is an unsupervised feature-learning algorithm
that separates a given set of n-dimensional (vector) points into
a pre-ordained number (k) of clusters that are as distinct as
possible. In our case, the components of the vector are given
by the individual voxel (or pixel) values of the field of interest.
Formally, it aims to select clusters such that the sum of the square
of the Euclidean distances of each point in the cluster to its mean
is minimized, i.e. the objective function is given by

F =
k∑

j=1

nj∑

i=1

||xi,j − μj||2 , (1)

where xi,j is a point vector in cluster j and μj is the centre of
cluster j, which has nj points. To achieve this, k cluster centres
are initialized randomly, then each x is assigned to a cluster j
according to the closest centre. The centres are then recalculated
based on the mean value of all assigned points and the step is
repeated until convergence. This method can be susceptible to
local minima, so it is repeated with different initializations (we use
10) to ensure that the computed minimum of F is indeed global.
k-means clustering has been used in meteorological applications
before, by e.g. Kulkarni et al. (1992), who classified different
rainfall paradigms over peninsular India. For a discussion on the
application to our data, see section 3.4.

2.4. Cloud colour maps

This method for representing the three-dimensional distribution
of cloud cover is presented in full detail in Figure 17 of Hunt
and Turner (2017), but we shall summarize briefly it here. As in
that study, we use the ERA-Interim definitions for low, medium
and high cloud height, i.e. LC < 1.9 km ≤ MC < 6.3 km ≤ HC.§

Consider the typical RGB colour space, where a coordinate
has the form (0 ≤ R ≤ 255, 0 ≤ G ≤ 255, 0 ≤ B ≤ 255). Then,
to compute the colour for a given pixel, we scale the values of
LC, MC and HC, using them as direct coordinates, scaled by a
maximum of 50% observed cloud cover. Thus, for an area of 0%
LC, 50% MC and 0% HC, the resulting pixel colour would be
green (0, 255, 0).¶

3. Results

3.1. Seasonal cycle

It is well known that the western disturbance frequency peaks
during winter (e.g. Singh and Agnihotri, 1977; Dimri et al.,
2015), when the subtropical westerly jet (STWJ) is at its most
southerly position; we can use this as a consistency check for
our database by ensuring the tracked WDs follow the expected
seasonal cycle. To do this robustly, we employ the resolution-
invariant‖ improvement to the conventional histogram: the kernel
density estimation of the probability density function (PDF).
Here, the datum of interest for a given WD is the day of the year

computed to find their centroids – this is analogous to finding their centres of
mass using vorticity as the density function.
§To within 5%, 1.9 and 6.3 km correspond to pressures of 800 and 450 hPa,
respectively.
¶This would be (0, 128, 0) usually, but we have halved the thresholds here to
increase contrast, on account of the low overall cloud cover.
‖This is not strictly true, as one must select a bandwidth for the convolving
function, but the result here is virtually independent of that, except for very
large or very small values.
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(a)

(b)

Figure 2. Representation of some bulk spatial statistics of WD tracks. (a) All 3090 tracks found in ERA-Interim (1979–2016); (b) contour plots of genesis (lines) and
track point (solid) densities, with units of year−1 (100 km)−2. In (a), the red box, as in Figure 1(b), indicates the box through which tracks must pass to be considered;
the segmented green track indicates the mean position for 5 days either side of maximum intensity (the central point is that on the inside left of the red box).

Figure 3. Gaussian (periodic) kernel density estimates of the probability density
functions for the Julian day of WD incidence on northern India, for a range of
WD strengths. The day used is that during which the WD enters the box given
in Figure 1(b) for the first time. Here, for example, the 90th percentile line is a
PDF for all WDs with peak T63 450–300 hPa relative vorticity in the top 10%.
Resolution is a quarter-percentile. The zeroth percentile blue line is the PDF for
the whole dataset.

in which it enters the ‘north India’ box given in Figure 1(b). A
ribbon of these PDFs, filtered and coloured by relative intensity,
is given in Figure 3; the PDF for the set of all WDs is given by
the bluemost line (the zeroth percentile), whereas, for example,
WDs with peak T63 450–300 hPa relative vorticity (in the north
India box) falling in the top half of all systems comprise the 50th
percentile set. The expected annual cycle is recovered with peak
and trough locations independent of WD strength, approximately
at the beginning of February and August, respectively. In August,
the reduced count is due in part to the more northerly location of
the STWJ: the westerlies tend to head north of the Tibetan Plateau
and are replaced over the subcontinent by the tropical easterly jet.

As we filter out weak – but progressively raising the minimum
threshold – events, i.e. moving towards the redder lines, we see
an accentuation of the existing pattern: the strongest systems are
relatively more likely than the weaker ones to be found during
the winter. In fact, the strongest third of WDs almost never occur
during the monsoon months of July and August, whereas they
are almost twice as likely to be found during late winter. The
crossover dates, roughly the start of December and April, could
be considered appropriate boundaries for a ‘western disturbance’
season.

3.2. Composite structure

One key advantage of collecting a large catalogue of events is that
we can investigate the mean system-centred structure of them to
gain an insight into underlying internal and external mechanisms.
Here, we will look at the vertical structure of winds, vorticity,
potential vorticity, divergence, moisture, and temperature, as
well as the footprints of precipitation and cloud cover. Note that,
where reanalysis data would be below the surface, they have not
been included in the composite.

3.2.1. Vertical structure

We start by exploring the composite vertical structure of the
tracked western disturbances. To ensure this discussion is robust
in the context of the high variability of track geneses and lyses (see
Figure 2(a)), we only composite WDs with centres inside the box
shown in Figure 1(b). Figures 4(a) and 4(b) show west–east and
north–south slices, respectively, through the centre of the WD
composite for a selection of fields, which we shall discuss from
left to right for several fields of interest.

3.2.1.1. (i) Zonal wind.
Shown in the leftmost panel, the composite structure of u clearly
displays the westerly jet with which WDs are associated. The jet
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(b)

(a)

Figure 4. Vertical composites of western disturbance structure over northern India and Pakistan, taken from (a) west to east and (b) north to south through the
centre, which is at 0◦. From left to right, the composite fields are as follows: (i) zonal wind speed [m s−1], (ii) meridional wind speed [m s−1], (iii) vertical wind
speed [Pa s−1], (iv) potential vorticity [PVU; 10−6 K m2 kg−1 s−1], (v) divergence [10−6 s−1], (vi) relative humidity [%], (vii) relative vorticity [10−5 s−1] and (viii)
temperature anomaly [K]. The anomalies are computed against a 20 day mean. Note that the colour scales between the two sets of cross-sections may differ for a given
field. Longitude and latitude are both defined relative to the centre of the composite WD.

is strongest at a height of around 200 hPa, weakening behind
the WD and strengthening ahead of it, where it reaches a mean
speed of over 40 m s−1. Further, as should be expected from a
jet–cyclone coupling in the Northern Hemisphere, the jet core sits
several hundred kilometres to the south of the WD centre. Where
one may expect the zonal wind to have both signs, reflecting
circulation, in the north–south cross-section, the signal from the
jet is so strong that this is essentially not found.

3.2.1.2. (ii) Meridional wind.
In the second panel, the cross-sections of composite v give
an insight into WD circulation without the dominant westerly
contribution from the STWJ. A strong cyclonic circulation is
noted in the upper troposphere, albeit slightly asymmetric;
the northerly lobe at 250 hPa contrasts the significantly lower
southerly lobe at 350 hPa, i.e. the rotation is below the core of the
jet. The peak composite wind speed is around 10 m s−1, which is
comparable to other synoptic systems found in South Asia, e.g.

monsoon depressions (Hunt et al., 2016). We also note that in the
north–south cross-section there is evidence of some contribution
of converging, weak northerly wind from the jet.

3.2.1.3. (iii) Vertical wind.
In the third panel from the left, the cross-sections of composite
ω are the first indication here that the WD–jet coupling is
nonlinear. One would typically expect some forced uplift at the
centre of a non-solenoidal vortex in the absence of interaction
with background flow or shear; here, we are far removed from
that scenario: strong ascent ahead of the WD with a maximum
at 450 hPa, matched by a similar descent behind it. This can be
understood in terms of upper-level convergence on inspection
of the vertical structure of u: streamlines of the jet bunch up
on approaching the vortex as they are diverted southward,
before spreading again on passing. Mass continuity requires that
divergence aloft must sit above ascending air and vice versa. The
north–south cross-section reveals little in the way of coherent
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structure, other than to say that descent is generally ubiquitous
and strongest underneath the jet.

3.2.1.4. (iv) Potential vorticity.
In the fourth panel from the left, potential vorticity (PV) has a
particularly distinct zonal structure. Vertically, there are maxima
at the tropopause and at the surface, with a minimum in the mid-
troposphere at 550 hPa. Evidence of a central maximum is present
as depression of the PV isolines above 450 hPa. This structure,
at least in the mid-troposphere and above, is similar to those of
baroclinic waves (e.g. Molinari et al., 1995), nascent extratropical
cyclones (Davis, 1992) or even the general case of baroclinic
instabilities (Robinson, 1989). The meridional structure bears a
strong similarity, differing in having a more prominent lower-
tropospheric maximum and a pronounced northwestward slant
of the upper-tropospheric maximum. The former is a likely
consequence of the interaction between the lower-level circulation
and the Himalayan foothills, a coupling that has previously been
shown to generate areas of high PV for synoptic-scale tropical
systems (Hunt et al., 2016); the poleward component of the latter,
as we will discuss shortly, is a common feature of baroclinic
instabilities.

3.2.1.5. (v) Divergence.
The zonal structure of divergence (central panel) confirms the
strongly baroclinic structure that was inferred earlier. Strong
upper-level (∼250 hPa) divergence sits ahead of the WD,
mirrored by equivalent convergence behind it. Consistent with
the ascent–descent pattern we saw in ω, a quadrupole emerges,
with a weaker, anti-symmetric pattern in the lower troposphere.
It is very much plausible that it is this combined convergence
and ascent ahead of the WD that interacts constructively with
the orography in northern India to produce the intense rainfall
that is commonly associated with these systems. We will go into
further detail later (in our discussion of Figure 8). Conversely,
the meridional structure through the centre is weak and complex.
There is convergence associated with the southern edge of the
jet, downwards from which a weak wavelike structure with
wavelength ∼7 km appears to emanate. We note that this wavelike
structure is consistent with the weak descent seen in the third
panel.

3.2.1.6. (vi) Relative humidity.
In the fourth column, the zonal and meridional structures of the
relative humidity as anomalies to the 20 day mean are shown. In
each instance, there is an axial tilt with height: the nil isohume
leans towards the northeast with increasing altitude. Zonally
speaking, there is a substantial lower-tropospheric wet anomaly
co-located with the ascent east of the centre balanced with an
upper-tropospheric (∼300 hPa) dry anomaly, the maximum of
which is only about 200 km west of the centre. This eastward axial
tilt is most likely explained by the vertical wind shear (cf. u), but
this is not definitely the case. Conversely, the northward tilt in
the meridional cross-section, which is structurally very similar,
lies parallel to isotachs in u.

3.2.1.7. (vii) Relative vorticity.
Third from the right, the structure of relative vorticity in both
zonal and meridional cross-sections supports our choice of
it as a tracking variable and confirms that the heights used
(450–300 hPa) were suitable. The central maximum is at an
altitude of around 325 hPa, higher even than the extent of an
extratropical cyclone (e.g. Dacre et al., 2012), but still underneath
the 200 hPa jet. We can rule out orography as a cause by examining
the evolution of this field through the WD lifetime (not shown):
whilst the magnitude of the relative vorticity waxes and wanes,
the spatial scale and location have very low variability. Also
notable is the lack of rotational symmetry in this field: this
is highly uncommon among synoptic-scale circulations (Dacre
et al., 2012; Hurley and Boos, 2015), but not waves of similar

scale (Boettcher and Wernli, 2011). The zonal extent for a given
relative vorticity isosurface is much greater than its meridional
extent, giving the appearance of a ‘squashed’ vortex. Looking
at the meridional cross-section, there is a significant northward
tilt of the vortex with height. This northwestward tilt is classic
behaviour for a baroclinic disturbance, of which WDs are largely
believed to be examples (Brahmananda Rao and Trivikrama
Rao, 1971), despite some recent studies claiming the contrary
(Hara et al., 2004). Given this and the structure of potential
vorticity discussed recently, we can conclude with some certainty
that WDs are primarily baroclinic disturbances. The structure
of the geopotential anomaly (not shown) has a broad, deep
minimum that strongly resembles the case study structure for
both observations and a mesoscale model given in Dimri et al.
(2015); its Laplacian is also proportional to relative vorticity above
450 hPa, indicating geostrophy.

3.2.1.8. (viii) Temperature.
Second from the right, temperature is given as an anomaly to
the 20 day mean, in order to disregard anticipated variations
from the seasonal cycle. The structure is almost cylindrically
symmetric, with a ∼2 K warm anomaly centred at 200 hPa above
a ∼3 K cold anomaly at around 500 hPa. This differs from the
mature extratropical cyclone structure, which typically has a warm
anomaly throughout the troposphere, but bears a good similarity
to its nascent, immature counterparts (Dacre et al., 2012). Indeed,
the cold and moist anomaly in the mid/lower troposphere
is also a signature of so-called medicanes (‘Mediterranean
hurricanes’: Emanuel, 2005), some of which continue eastward
before interacting with the STWJ and becoming WDs (Madhura
et al., 2015). As with relative humidity and potential vorticity, the
meridional cross-section demonstrates some northward tilt with
height, with the gradient perpendicular to the isotachs of u – this
is a signature of baroclinicity, although it could be explained
alternatively by thermal wind balance.

3.2.2. Horizontal structure

Western disturbances are commonly referred to in the context
of the impact they have at the surface – usually in terms of
precipitation. Here, we will look at the composite footprints of
WDs as they enter north India. Figure 5 shows the horizontal
structure of precipitation, cloud cover, surface pressure and winds
at the surface.

3.2.2.1. Precipitation.
Figure 5(a) shows the composite surface precipitation
(mm day−1) from TRMM 3B42 for WDs in north India. The
maximum is spatially coherent and located about 500 km due
east of the centre of the WD, and is thus co-located with the
ascent and low-level convergence shown in Figure 4(a). We also
note the fairly low mean rainfall rate of the composite: less
than 3 mm day−1 at the peak. This is because a large number
of these WDs (∼95%) do not really precipitate heavily; of those
that do – i.e. the remaining 5%, which have a frequency of
about 4 year−1 – the peak mean precipitation rate is around
40 mm day−1.

3.2.2.2. Cloud cover.
Figure 5(b) shows the amount of low-, mid- and high-level cloud
(LC, MC, HC respectively) in ERA-Interim associated with the
composite WD. A description of the methodology used in this
figure is given in section 2.4. Examination reveals that much of
the area under the composite WD is almost black, indicating no
substantial cloud cover at any level; this is most obviously the
case to the west and southwest of the WD centre, where there is
organized large-scale descent (see Figure 4(a), ω). Towards the
north and east, however, a complex pattern emerges: the far north
(∼600 km from the centre) is dominated by high cloud, whereas
the west and centre have a stronger presence of low and mid cloud.
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(a) (b) (c)

Figure 5. A selection of surface impacts from the composite WD: (a) precipitation [mm day−1] from TRMM 3B42; (b) colour-wheel cloud cover [red: low; blue:
medium; green: high; black: no cloud; white: full cloud] from ERA-Interim, see figure 17 of Hunt and Turner (2017) for a full description; (c) mean sea-level pressure
anomaly [hPa] with overlaid (absolute) 10 m winds from ERA-Interim. Longitude and latitude are relative: the origin is the tracked centre of the composite WD.

This large coverage of cirrus in the north fits existing case-study
satellite observations (Rakesh et al., 2009) and has previously
been attributed to frontal (Bhaskara Rao and Morey, 1971) and
extratropical cyclone-like dynamics (Agnihotri and Singh, 1982).
Low- and particularly mid-level clouds feature strongly west of
the centre. These are co-located with the region of strong ascent
shown in Figure 4(a) and it is likely that they are enhanced upon
WD interaction with the north Indian orography (Bhaskara Rao
and Morey, 1971).

3.2.2.3. Sea-level pressure and winds.
Given in Figure 5(c) are the composite sea-level pressure anomaly
and 10 m winds. Consistent with the vertical structure we saw in
Figure 4, there is a depression several hundred kilometres east of
the centre reaching a little over 1 hPa in magnitude, balanced by an
equal-magnitude high-pressure area several hundred kilometres
to the west/northwest. This apparently weak surface low is the
result of variability in the vertical extent of the WD: if one filters
events by vortical intensity (as in Figure 3), so as to remove
the weakest 90%, then the magnitude of the depression rises
to 4 hPa. 10 m winds in the composite WD are fairly light,
reaching an average of 2 m s−1; these are mostly comprised of
northerlies flowing from the high-pressure area in the west,
although there is some cyclonic component, and indeed weak
northerlies associated with the low-pressure anomaly in the east.
There are competing drivers for the near-surface winds here:
extension of the mid-level vorticity into the boundary layer,
forcing centralized, cyclonic winds; or a cyclone–anticyclone pair
driven by the surface pressure anomalies.

3.3. Evolution

As we have already discussed, the structure of a western
disturbance will change as it interacts with northern India, which
we can conclude on two counts: the drastically changing and
impinging orography and the sudden propensity for extreme
precipitation in the Karakoram/Hindu Kush region. Therefore,
as part of a complete picture of the climatology of these systems,
we should discuss their evolution.

For the meridional structure of cloud cover, this is given in
Figure 6; the timeline is defined around the zero-day mark, the
time point at which, in the north India box, the WD has maximum
450–300 hPa relative vorticity. Figure 6 shows the meridional
structure of the evolution of cloud cover in ERA-Interim over
10 days. Before we discuss this further, we must issue the obvious
caveat that cloud in ERA-I is a purely modelled product and thus
subject to some uncertainty and model biases. There is a distinct
and significant change in cloud cover over the period presented
here: initially (−5 days), there is a lower-tropospheric maximum

at 850 hPa, as well as a weak maximum aloft at 350 hPa. Over
the subsequent 4 days, as the WD approaches peak strength, the
cloud generally thins, particularly in the lower levels, although
the upper-level maximum is roughly maintained. At peak vortical
strength, the cloud pattern starts to shift in accordance with
interaction with the Himalayas: the 350 hPa maximum starts
to develop while extending to lower altitudes. One day after
peak vorticity, the cloud cover reaches a maximum with a now
clear vertical extent to the surface approximately 100 km to the
north of the centre. This is consistent with the time at which the
interaction with the north Indian orography is most crucial, when
the maximum rainfall would be likely to occur. The magnitude
and extent of the upper-level maximum are maintained for several
days before decreasing, during which time the spatial extent of
the low-level cloud starts to increase.

For comparison, the evolution of vertical wind speed, given
as zonal cross-sections, is shown in Figure 7. Here, the structure
is markedly more symmetrical than we saw for cloud cover and
appears to remain so for the duration of the event. As the WD
intensifies at day 0, the peak ascent drops from 400 to 500 hPa but
doubles in magnitude, before decreasing several days thereafter.
This sudden intensification over India is indicative of either a
strong coupling with the orography or some other source or
region of high baroclinicity.

We complete this discussion with a look at the evolution of
the divergence field (Figure 8). As before, the general pattern
increases in magnitude as it reaches north India, before slowly
relaxing again thereafter; here, however, the role of the orography
is much clearer. The lower-tropospheric maxima in |∇ · u| are
initially below 900 hPa, but are elevated to around 650 hPa and
strengthened by topographic interaction as the WD moves over
north India and remain elevated until lysis.

3.4. Classification and variability

One corollary of the previous absence of a catalogue of western
disturbances is that they remain without any form of robust
classification. The distinction has been made in earlier studies
between precipitating and non-precipitating disturbances, but
there has been little work beyond case-study selections into
any further classification (Srinivasan, 1971; Veeraraghavan and
Nath, 1989). Such work permits the important exploration of
the domains of governing dynamics. Here we use the k-means
clustering algorithm outlined in section 2.3 to attempt to classify
WDs based on their dynamical features. To do this, we select
quasi-orthogonal dynamic fields of importance: relative vorticity,
divergence and vertical wind speed; as these each have quite
different statistical distributions, we normalize each field by
subtracting the mean and dividing by the standard deviation.
Then a suitable domain around the WD centre is chosen (here
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Figure 6. Composite evolution of the meridional cross-section of cloud cover, from ERA-Interim. ‘0 days’ is defined as the time in the north India box (Figure 1(b))
where the 450–300 hPa vorticity is at a maximum. Then, for example, ‘+3 days’ is the composite of all systems (that still exist) 96 h after this point. The size of the
population for each time point is given above the relevant subfigure. The dark teal line towards the bottom of each panel indicates the mean height of the orography
(as indicated by surface pressure) for that particular composite subset. Figure 2(a) shows the mean location of the WDs comprising each panel.

Figure 7. Composite evolution of the zonal cross-section of vertical wind speed, from ERA-Interim. Definitions as in Figure 6.

1000 × 1000 km2 from the surface to 100 hPa), before regridding
each field such that the voxels are of equal volume (thus avoiding
overweighting lower altitudes, where the level density is greater).
For each time point∗∗ the fields are collapsed into one dimension
and the three variables (relative vorticity, divergence, ω) are
concatenated into a single vector. These vectors then comprise
the vector set x given in Eq. (1). The algorithm is then run
on this set of vectors to obtain the cluster mean vectors, from
which the original three-dimensional fields can be reconstructed.
As already mentioned, the number of clusters must be decided
before running the algorithm; here we employ the heuristic ‘elbow
method’ (e.g. Hardy, 1994), determining that four clusters explain
a sufficient amount of the variance.

Figure 9 shows the structure of the mean for all three fields
in each cluster. The rows give the normalized values of relative
vorticity, vertical wind speed and divergence, respectively; the

∗∗We are considering all time points where a tracked WD is inside the box
given in Figure 1(b).

columns represent the different clusters, in increasing order of
maximum relative vorticity. Types 1, 2 and 3 are separated by
intensity: type 1, the most common, is the weakest, with the
lowest magnitudes of vorticity, divergence and ascent/descent;
conversely, type 3 is the least common, but strongest, type of WD.
The algorithm has then split type 3 further into long-wavelength
(3a) and short-wavelength (3b) categories. Each cluster is well-
populated, indicating the absence of any serious outliers, for
example cyclonic features that are not WD-like. Data on the
extrema that can be computed from each panel of Figure 9 are
given in Table 1, showing that the central vorticity increases by
about 30% with strengthening type and that the ascent/descent
becomes increasingly asymmetrical – from being almost equal
in type 1 to the ascent being around three times stronger than
the descent in type 3 (and around eight times stronger than the
ascent in type 1). Both the peak convergence and divergence
increase with strengthening type as well. Lower level convergence
is the more dominant of the two for the two weakest types, but
is superseded by divergence aloft in type 3 WDs. As we have
already mentioned, the key feature differentiating types 3a and
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Figure 8. Composite evolution of the zonal cross-section of divergence [10−6 s−1], from ERA-Interim. Definitions as in Figure 6.

Figure 9. Classification of WDs based on a four-partition k-means clustering algorithm using normalized relative vorticity, vertical wind speed and divergence.
Populations of each cluster are given at the top of each column.

3b is horizontal spatial scale. We can estimate the wavelength
of these by doubling the distance between the peak ascent and
descent: type 3a has wavelength ∼2300 km, compared with the
more axially confined type 3b (and 1, 2) at ∼1600 km. In keeping
with the method of classifying storms by their wind speed, we
have included the maximum magnitude of meridional wind
speed for the cluster mean. As expected from the general trends
we have already seen across the types, the wind speed increases
about 3 m s−1 across each type. Note that, because of the similar
vorticity but shorter wavelength of type 3b WDs, their maximum
wind speed is significantly lower than that of a type 3a WD
and indeed comparable to type 2. This indicates that it would
be difficult, though not impossible, to use wind speed alone to
classify WDs accurately. Further, despite the correlation between
surface pressure anomaly and upper-level vorticity we mentioned
earlier, there is little such relationship with the dynamic types
presented here: the mean magnitudes of the surface depression
for type 1 and type 3 WDs are 1.0 and 1.4 hPa, respectively.

So, how do these dynamical classifications relate to
precipitation? Figure 10 shows the mean rainfall for each
cluster described above. For type 1 WDs, the precipitation
maximum is far to the southwest of the centre, indicating
likely orographic interference. For the remaining three types,
the composite precipitation maximum is co-located with the

Table 1. Selected data derived from Figure 9, showing extrema of the composite
mean for dynamic fields in each cluster type. Populations for each cluster are

given above the respective panel.

Type ∇ × u max ω max|min ∇ · u max|min |v| max
(10−5 s−2) (Pa s−1) (10−5 s−2) (m s−1)

1 8.70 0.15| − 0.10 0.68| − 1.01 12.1
2 12.1 0.27| − 0.16 0.92| − 1.43 15.5
3a 15.4 0.29| − 0.73 2.98| − 2.52 20.9
3b 14.8 0.26| − 0.92 3.70| − 3.31 15.9

maximum composite ascent, ranging from 4–8◦ to the west of
the centre. The greatest mean rainfall is associated with type
3a WDs, which is perhaps surprising, given that their ascent is
typically weaker than in type 3b. Despite this, it is clear that,
on average, increased dynamical intensity tends to lead to an
increased mean rainfall.

We can extend the idea of automated classification to rainfall.
It has been alluded to both previously in this study and in
previous literature (e.g. Srinivasan, 1971; Veeraraghavan and
Nath, 1989) that WDs can be classified by precipitation. This is an
inherently difficult problem, given the high spatial variance and
long-tailed distribution of surface precipitation; indeed, running
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Figure 10. Composite precipitation from TRMM 3B42 [mm day−1] for each of the dynamical classifications given in Figure 9.

Figure 11. Four-partition k-means clustering of WD surface precipitation (mm day−1) from TRMM 3B42 for the north India box given in Figure 1(b). Resulting
clusters are labelled type N (non-precipitating) and type P (precipitating), with type P being subdivided further (nomenclature arbitrary) based on the location/intensity
of precipitation.

Table 2. Count (with ratio of the total number of events for the type) for events
with maximum rainfall, from TRMM 3B42, exceeding a given threshold, binned

by event precipitating type (see Figure 11).

Type n(%)> 65 n(%)> 125 n(%)> 200 n(%)> 500
mm day−1 mm day−1 mm day−1 mm day−1

N 3461(51.4) 1837(27.3) 815(12.1) 47(0.7)
P1 1062(92.5) 826(72.0) 515(44.9) 47(4.1)
P2 671(98.7) 595(87.5) 480(70.6) 107(15.7)
P3 445(97.6) 405(88.8) 317(69.5) 60(13.2)

The thresholds are 65, 125, 200 and 500 mm day−1; of these, the first three
correspond to official designations by the India Meteorological Department:
‘heavy’, ‘very heavy’ and ‘extremely heavy’.

a k-means clustering algorithm straight on TRMM 3B42 data for
WDs tended to produce small groups of outliers, regardless of
the number of clusters prescribed. To mitigate this and allow
larger groups, we replaced precipitation P with the expression
log(1 + P). As with Figure 9, the optimum number of clusters was
four and the average for each cluster is given in Figure 11. These
four clusters can be split into two types: those with strong evidence
of a large-scale precipitation footprint and significant rainfall rate
therein (type P) and those that do not (type N). The three type P
clusters are separated by intensity and peak position, assigned a
further number by descending order of population. The maxima
of types P1 and P3 are co-located and the spatial structures are
very similar, though the magnitude of the latter is some four times
greater than the former. These precipitation footprints are very
similar to that one would expect on consideration of the surface
pressure (Figure 5(c)) and ascent (Figure 4(a)). The remaining
type, P2, sits between the other two precipitating types in terms
of magnitude, but the maximum is located far to the southwest
rather than being to the near-west of the centre.

Unfortunately, it would be naı̈ve to assume that extreme rainfall
events (especially those of smaller spatial scale) are necessarily
confined to type P western disturbances, since the k-means
clustering favours broad spatial similarities, which such events
lack. To explore whether there is any meaningful correlation

between individual extreme events and these broader spatially
derived categories, we can simply bin and count the maxima
for each event in each type. Table 2 summarizes these data at
various thresholds: 65, 125, 200 and 500 mm day−1, the first three
of which correspond to heavy, very heavy and extremely heavy
rainfall, respectively, in IMD reports. We can see that the two
metrics are strongly related: type P WDs are significantly more
likely to have heavy rainfall events at any threshold than type N
and rainfall events at the two highest thresholds are altogether
more likely to be associated with type P WDs, despite the greater
number of type N events. Of particular note are the rainfall
events exceeding 500 mm day−1,†† which tend to be associated
with type P2 WDs that have their precipitation maximum some
1000 km to the southwest of the WD centre. Rainfall events of
this magnitude are almost exclusively associated with orography
(Rajeevan et al., 2008), implying that type P2 is most likely to
be interacting constructively with the north Indian topography
to generate precipitation. Despite this, we note that it has been
shown (Sharma and Subramaniam, 1983) that an upper-level
trough over the peninsula can enhance an incident WD, resulting
in a greater southward extent of the precipitation.

So, what is the relationship between these precipitation-based
categories and the dynamical structure aloft? We have noted that
two of the precipitating categories, type P1 and type P3, have foot-
prints that appear as though they are linked directly to the WD
structure, whereas the other type P2 does not. A simple Bayesian
analysis comparing the dynamical categories and precipitation
categories‡‡ reveals that there are indeed strong relationships.
Relatively speaking, type N is more likely to be associated with
types 1 and 2 (by about 10%); type P1 with type 3 (80%); type P2

with type 1 (31%); and type P3 with type 3 (315% for 3a, 31% for
3b). We can thus reasonably confirm our earlier hypothesis that

††It is probably more appropriate to refer to this quantity as 20 mm h−1, as it
is an instantaneous rate rather than a daily accumulation.
‡‡Consider that the two sets of categories were completely unrelated: we would
then not expect the normalized frequency distributions of P({1,2,3a,3b}|N)
and P({1,2,3a,3b}|P1) to be significantly different, for example.
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Figure 12. Divergence [shaded, 10−6 s−1] and vertical wind speed [contours, interval: 0.05 Pa s−1, ascent solid] for the precipitation categories outlined in Figure 11.

(a)

(b)

Figure 13. Difference in westerly jet location between years of high and low WD frequency for each of two seasons: (a) January–March and (b) June-September. A
given point is considered to be in a westerly jet if, at 200 hPa, u > 0 and u > 30 m s−1, computed from six-hourly ERA-Interim data. The mean location probability
function is computed for each season and the change in probability is calculated between the selected years (given in the text). Note that the colour scales differ
between the two subfigures.

types P1 and P3 are strongly coupled with the dynamical structure
of WDs and that type P2 is not. To confirm this, we show the
vertical structure of ω and divergence for WDs across the four
precipitation categories in Figure 12. As expected, the strongest
ascent and convergence are found in type P3 WDs, then in type
P1, with the other two categories being the weakest. Note that
these changes are only notable for dynamic variables; repeating
this analysis with temperature and humidity does not reveal sig-
nificantly different structures across the precipitation categories.

3.5. Interaction with the jet

Given the coupled nature of western disturbances and the
subtropical westerly jet, we might expect there to be some
correlation between the jet location and the frequency of WDs
incident on north India. Following other authors (e.g. Schiemann
et al., 2009), we define a point as being in a westerly jet if,
at 200 hPa, the following two conditions are met: the wind is
westerly (i.e. u > 0) and the magnitude of its speed is greater
than 30 m s−1 (i.e. u > 30 m s−1). This permits us to compute,

over a finite set of times, the probability that a given point will be
in a westerly jet. We shall call this variable p(in jet). Noting the
intra-annual variability in the latitude of the STWJ, it is sensible
to consider this relationship in the context of different seasons;
thus, we shall look at both boreal summer (June–September) and
boreal winter (January–March). For each season, the four years
with the highest (winter: 1979, 1995, 2012, 2013; summer: 1983,
1989, 2000, 2010) and lowest (winter: 1985, 1987, 2004, 2010;
summer: 1990, 1992, 1995, 1997) WD frequency were considered.
In Figure 13, the difference in p(in jet) between the given high and
low years for each season is shown. For the winter (Figure 13(a)),
the spatial extent of the difference is considerable: both the
probability increase over central India and the corresponding
decrease over central Asia have a significant, coherent signal as
far west as continental America. Conversely, in the summer case,
the difference is much more meridionally confined and extends
only as far west as the Caspian Sea. This implies that externally
forced changes in the jet position, whether by modes of climate
variability such as ENSO or planetary warning, may result in
markedly different distributions of WDs.
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4. Conclusion

Starting from the description given by the India Meteorological
Department and a selection of case studies, we developed and
applied a tracking algorithm to 36 years of global reanalysis data;
applying a location filter over northern India and Pakistan, we
recovered over 3000 upper-level disturbances in the subtropical
westerly jet stream (STWJ) that fit previous definitions of western
disturbances (WDs). This frequency of 6–7 per month through
northern India is close to previous estimates and substantially
closer than previous efforts to track WDs (Cannon et al., 2016).
These disturbances have substantial variance in their genesis
locations, ranging from the Arctic Circle to the Caribbean, but
most commonly originate over Arabia, north Africa and the
Mediterranean. We have shown that these disturbances impact
India most frequently at the beginning of February and least
frequently at the beginning of August, with the relative frequency
of stronger WDs increasing during the winter months.

The vertical structure of these WDs was then explored using
a composite of events over northern India. Many fields clearly
revealed the highly baroclinic nature of these disturbances, since
many features lean northwestward with height, including the PV
maximum embedded in the upper troposphere. Aside from the
evident nonlinear coupling with the STWJ, WDs typically look
similar to immature extratropical cyclones and include a warm,
dry core aloft over a cold, moist core in the the middle and lower
troposphere. Another key feature differentiating WDs from other
synoptic features of the region is the markedly off-centre ascent,
the maximum of which is elevated, at 450 hPa and some 600 km
to the west, i.e. ahead of, the disturbance. Most precipitation
associated with the composite WD is found to be associated with
this large-scale ascent.

k-means clustering was used to classify WDs over north India
according to both a combined dynamic field (using normalized
vorticity, divergence and vertical wind speed) and precipitation.
In the first instance, four distinct categories were found: three
based on intensity, with the third splitting into two based on
spatial scale – one short-wavelength (∼1600 km) and one long
(∼2300 km). In the second instance, WDs were broadly split
into two categories: those that have large-scale precipitation
and those that do not. The former category can then be split
into three new categories that are functions of rainfall intensity
and location. Here, we showed that particularly extreme rainfall
events are more likely to be part of a WD in which large-scale
precipitation is found, rather than as a small isolated storm in
a weakly precipitating WD. Further, we showed that there is a
strong relationship between the dynamical categories and the
precipitation categories, indicating that rainfall associated with
WDs is related not just to the orography but also to the intensity
of the system itself. The mechanism behind such extreme events
remains unclear. Remaining questions include the following:
what fraction of extreme rainfall events in these vulnerable areas
of north India and Pakistan are western disturbances actually
responsible for? What is the synoptic structure of the atmosphere
during events for which WDs are not responsible?

Finally, we showed that the location/presence of the STWJ plays
a crucial influence in the frequency of WDs in north India and
Pakistan. We showed that this was true regardless of the season,
but that the spatial coherence of the pattern is much higher during
boreal winter, with the signal reaching as far west as America.
Bearing in mind the relationship between western disturbances
and flooding in Pakistan and north India, it is important to ask
how the behaviour of the jet will vary in a changing climate;
further, given that WDs are largely baroclinic phenomena, how
will the baroclinicity of the upper atmosphere change over Eurasia
in such scenarios?

Further work will first assess the validity of WD representation
in a range of climate models before examining how jet structure,
WD structure and count might vary in idealized climate
scenarios.
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